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- Each $R \in\langle\Gamma\rangle_{n}$ has a pp-definition of length polynomial in $n$
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- $\Gamma_{\text {Lin }}$ is invariant under the 2-edge Mal'tsev function $x-y+z$ (general $k$-edge is a "combination" of those two types of behavior)

[^3]
## Few subpowers = short definitions?

## Conjecture (B., Kompatscher)

## Few subpowers $=$ short definitions?

## Conjecture (B., Kompatscher)

(weak) 「 has short definitions iff it has few subpowers.

## Few subpowers $=$ short definitions?

## Conjecture (B., Kompatscher)

(weak) 「 has short definitions iff it has few subpowers.
(strong) $\Gamma$ has $O\left(n^{k}\right)$ definitions iff it has a $k$-edge function.

## Few subpowers $=$ short definitions?

## Conjecture (B., Kompatscher)

(weak) $\Gamma$ has short definitions iff it has few subpowers.
(strong) $\Gamma$ has $O\left(n^{k}\right)$ definitions iff it has a $k$-edge function.

- Short definitions imply few subpowers (cardinality argument)


## Few subpowers $=$ short definitions?

## Conjecture (B., Kompatscher)

(weak) 「 has short definitions iff it has few subpowers.
(strong) $\Gamma$ has $O\left(n^{k}\right)$ definitions iff it has a $k$-edge function.

- Short definitions imply few subpowers (cardinality argument)
- True for $|A|=\{0,1\}$ :


## Few subpowers $=$ short definitions?

## Conjecture (B., Kompatscher)

(weak) $\Gamma$ has short definitions iff it has few subpowers.
(strong) $\Gamma$ has $O\left(n^{k}\right)$ definitions iff it has a $k$-edge function.

- Short definitions imply few subpowers (cardinality argument)
- True for $|A|=\{0,1\}$ : essentially only $\Gamma_{2 \text { SAT }}$ and $\Gamma_{\text {Lin }}$ (Post's lattice 1941, first noted by Lagerkvist, Wahlström 2014)


## Few subpowers $=$ short definitions?

## Conjecture (B., Kompatscher)

(weak) 「 has short definitions iff it has few subpowers.
(strong) $\Gamma$ has $O\left(n^{k}\right)$ definitions iff it has a $k$-edge function.

- Short definitions imply few subpowers (cardinality argument)
- True for $|A|=\{0,1\}$ : essentially only $\Gamma_{2 \text { SAT }}$ and $\Gamma_{\text {Lin }}$ (Post's lattice 1941, first noted by Lagerkvist, Wahlström 2014)
- True if invariant under a near-unanimity (Helly property)


## Few subpowers $=$ short definitions?

## Conjecture (B., Kompatscher)

(weak) $\Gamma$ has short definitions iff it has few subpowers.
(strong) $\Gamma$ has $O\left(n^{k}\right)$ definitions iff it has a $k$-edge function.

- Short definitions imply few subpowers (cardinality argument)
- True for $|A|=\{0,1\}$ : essentially only $\Gamma_{2 \text { SAT }}$ and $\Gamma_{\text {Lin }}$ (Post's lattice 1941, first noted by Lagerkvist, Wahlström 2014)
- True if invariant under a near-unanimity (Helly property)


## Main theorem (B., Kompatscher)

True if the algebra of polymorphisms of $\Gamma$ generates a residually finite variety.

## Few subpowers $=$ short definitions?

## Conjecture (B., Kompatscher)

(weak) $\Gamma$ has short definitions iff it has few subpowers.
(strong) $\Gamma$ has $O\left(n^{k}\right)$ definitions iff it has a $k$-edge function.

- Short definitions imply few subpowers (cardinality argument)
- True for $|A|=\{0,1\}$ : essentially only $\Gamma_{2 \text { SAT }}$ and $\Gamma_{\text {Lin }}$ (Post's lattice 1941, first noted by Lagerkvist, Wahlström 2014)
- True if invariant under a near-unanimity (Helly property)


## Main theorem (B., Kompatscher)

True if the algebra of polymorphisms of $\Gamma$ generates a residually finite variety. ${ }^{3}$
${ }^{3}$ For groups, this means being an $A$-group (Sylow subgroups are abelian)

## Few subpowers $=$ short definitions?

## Conjecture (B., Kompatscher)

(weak) $\Gamma$ has short definitions iff it has few subpowers.
(strong) $\Gamma$ has $O\left(n^{k}\right)$ definitions iff it has a $k$-edge function.

- Short definitions imply few subpowers (cardinality argument)
- True for $|A|=\{0,1\}$ : essentially only $\Gamma_{2 \text { SAT }}$ and $\Gamma_{\text {Lin }}$ (Post's lattice 1941, first noted by Lagerkvist, Wahlström 2014)
- True if invariant under a near-unanimity (Helly property)


## Main theorem (B., Kompatscher)

True if the algebra of polymorphisms of $\Gamma$ generates a residually finite variety. ${ }^{3}$ Corollary True if $|A|=3$.
${ }^{3}$ For groups, this means being an $A$-group (Sylow subgroups are abelian)
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If $\Gamma$ is invariant under a k-edge function, then every $R \in\langle\Gamma\rangle$ can be written as

$$
R=R^{\prime} \wedge \bigwedge_{|I| \leq k} \operatorname{proj}_{l}(R)
$$
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## Examples

- $\Gamma_{\text {Lin }}: R^{\prime}=R \quad$ (affine subspaces have the parallelogram property)
- $\Gamma_{2 \mathrm{SAT}}: R^{\prime}=A^{n}$, already $R=\bigwedge_{|I| \leq 2} \operatorname{proj}_{/}(R) \quad$ (boring!)


## Step III - Reduce to "equation-like" relations

$R \in\langle\Gamma\rangle$ is critical if it is $\wedge$-irreducible and has no dummy variables

## Step III - Reduce to "equation-like" relations

$R \in\langle\Gamma\rangle$ is critical if it is $\wedge$-irreducible and has no dummy variables
Lemma: Every parallelogram relation is an intersection of at most $n \cdot|A|^{2}$ critical parallelogram relations (c.p.r.'s).

## Step III - Reduce to "equation-like" relations

$R \in\langle\Gamma\rangle$ is critical if it is $\wedge$-irreducible and has no dummy variables
Lemma: Every parallelogram relation is an intersection of at most $n \cdot|A|^{2}$ critical parallelogram relations (c.p.r.'s).

Proof: somewhat like choosing codimension-many linear equations to define a subspace

## Step III - Reduce to "equation-like" relations

$R \in\langle\Gamma\rangle$ is critical if it is $\wedge$-irreducible and has no dummy variables
Lemma: Every parallelogram relation is an intersection of at most $n \cdot|A|^{2}$ critical parallelogram relations (c.p.r.'s).

Proof: somewhat like choosing codimension-many linear equations to define a subspace

Similarity " $x_{1}+x_{2}=x_{1}^{\prime}+x_{2}^{\prime}$ iff for some $u, x_{1}+x_{2}=u$ and $x_{1}^{\prime}+x_{2}^{\prime}=u$ "

## Step III - Reduce to "equation-like" relations

$R \in\langle\Gamma\rangle$ is critical if it is $\wedge$-irreducible and has no dummy variables
Lemma: Every parallelogram relation is an intersection of at most $n \cdot|A|^{2}$ critical parallelogram relations (c.p.r.'s).

Proof: somewhat like choosing codimension-many linear equations to define a subspace

Similarity " $x_{1}+x_{2}=x_{1}^{\prime}+x_{2}^{\prime}$ iff for some $u, x_{1}+x_{2}=u$ and $x_{1}^{\prime}+x_{2}^{\prime}=u$ " The linkedness congruence $\sim_{\text {/ }}$ on proj, $R$ :

$$
\mathbf{x} \sim_{I} \mathbf{x}^{\prime} \quad \text { iff }(\exists \mathbf{z})\left(R(\mathbf{x}, \mathbf{z}) \wedge R\left(\mathbf{x}^{\prime}, \mathbf{z}\right)\right)
$$

## Step III - Reduce to "equation-like" relations

$R \in\langle\Gamma\rangle$ is critical if it is $\wedge$-irreducible and has no dummy variables
Lemma: Every parallelogram relation is an intersection of at most $n \cdot|A|^{2}$ critical parallelogram relations (c.p.r.'s).

Proof: somewhat like choosing codimension-many linear equations to define a subspace

Similarity " $x_{1}+x_{2}=x_{1}^{\prime}+x_{2}^{\prime}$ iff for some $u, x_{1}+x_{2}=u$ and $x_{1}^{\prime}+x_{2}^{\prime}=u$ " The linkedness congruence $\sim_{/}$on proj, $R$ :

$$
\mathbf{x} \sim, \mathbf{x}^{\prime} \quad \text { iff }(\exists \mathbf{z})\left(R(\mathbf{x}, \mathbf{z}) \wedge R\left(\mathbf{x}^{\prime}, \mathbf{z}\right)\right)
$$

$R$ is reduced if $\sim_{\{i\}}$ is trivial for any $i \in[n]$.

## Step III - Reduce to "equation-like" relations

$R \in\langle\Gamma\rangle$ is critical if it is $\wedge$-irreducible and has no dummy variables
Lemma: Every parallelogram relation is an intersection of at most $n \cdot|A|^{2}$ critical parallelogram relations (c.p.r.'s).

Proof: somewhat like choosing codimension-many linear equations to define a subspace

Similarity " $x_{1}+x_{2}=x_{1}^{\prime}+x_{2}^{\prime}$ iff for some $u, x_{1}+x_{2}=u$ and $x_{1}^{\prime}+x_{2}^{\prime}=u$ " The linkedness congruence $\sim_{/}$on proj, $R$ :

$$
\mathbf{x} \sim, \mathbf{x}^{\prime} \quad \text { iff }(\exists \mathbf{z})\left(R(\mathbf{x}, \mathbf{z}) \wedge R\left(\mathbf{x}^{\prime}, \mathbf{z}\right)\right)
$$

$R$ is reduced if $\sim_{\{i\}}$ is trivial for any $i \in[n]$.
Easy: C.p.r.'s can be defined from reduced c.p.r.'s in $O(n)$

## Step III - Reduce to "equation-like" relations

$R \in\langle\Gamma\rangle$ is critical if it is $\wedge$-irreducible and has no dummy variables
Lemma: Every parallelogram relation is an intersection of at most $n \cdot|A|^{2}$ critical parallelogram relations (c.p.r.'s).

Proof: somewhat like choosing codimension-many linear equations to define a subspace

Similarity " $x_{1}+x_{2}=x_{1}^{\prime}+x_{2}^{\prime}$ iff for some $u, x_{1}+x_{2}=u$ and $x_{1}^{\prime}+x_{2}^{\prime}=u$ " The linkedness congruence $\sim_{\text {/ }}$ on proj, $R$ :

$$
\mathbf{x} \sim, \mathbf{x}^{\prime} \quad \text { iff }(\exists \mathbf{z})\left(R(\mathbf{x}, \mathbf{z}) \wedge R\left(\mathbf{x}^{\prime}, \mathbf{z}\right)\right)
$$

$R$ is reduced if $\sim_{\{i\}}$ is trivial for any $i \in[n]$.
Easy: C.p.r.'s can be defined from reduced c.p.r.'s in $O(n)$
Key Lemma: If $R$ is a reduced c.p.r., then for any $I \subset[n]$ the algebra $\mathbf{A}_{\mathbf{I}}=\operatorname{proj}, R / \sim$, is SI . (multisorted Kearnes, Szendrei)

## Step IV - Simlulate "shortening" linear equations

## Step IV - Simlulate "shortening" linear equations

$\Gamma^{\prime}=$ all multisorted 3-ary relations over $\operatorname{HS}\left(\mathbf{A}^{N}\right)$.

## Step IV - Simlulate "shortening" linear equations

$\Gamma^{\prime}=$ all multisorted 3-ary relations over $\operatorname{HS}\left(\mathbf{A}^{N}\right)$. By induction on $n$ : a reduced c.p.r. $R \in\left\langle\Gamma^{\prime}\right\rangle$ has a $O(n)$-long pp-definition.

## Step IV - Simlulate "shortening" linear equations

$\Gamma^{\prime}=$ all multisorted 3-ary relations over $\operatorname{HS}\left(\mathbf{A}^{N}\right)$. By induction on $n$ : a reduced c.p.r. $R \in\left\langle\Gamma^{\prime}\right\rangle$ has a $O(n)$-long pp-definition.

Define:

$$
R\left(x_{1}, \ldots, x_{n}\right) \leftrightarrow\left(\exists u \in \mathbf{A}_{12}\right)\left(Q\left(x_{1}, x_{2}, u\right) \wedge R^{\prime}\left(u, x_{3}, \ldots, x_{n}\right)\right)
$$

## Step IV - Simlulate "shortening" linear equations

$\Gamma^{\prime}=$ all multisorted 3-ary relations over $\operatorname{HS}\left(\mathbf{A}^{N}\right)$. By induction on $n$ : a reduced c.p.r. $R \in\left\langle\Gamma^{\prime}\right\rangle$ has a $O(n)$-long pp-definition.

Define:

$$
R\left(x_{1}, \ldots, x_{n}\right) \leftrightarrow\left(\exists u \in \mathbf{A}_{12}\right)\left(Q\left(x_{1}, x_{2}, u\right) \wedge R^{\prime}\left(u, x_{3}, \ldots, x_{n}\right)\right)
$$


[Picture by Michael]

## Step IV - Simlulate "shortening" linear equations

$\Gamma^{\prime}=$ all multisorted 3-ary relations over $\operatorname{HS}\left(\mathbf{A}^{N}\right)$. By induction on $n$ : a reduced c.p.r. $R \in\left\langle\Gamma^{\prime}\right\rangle$ has a $O(n)$-long pp-definition.

Define:

$$
R\left(x_{1}, \ldots, x_{n}\right) \leftrightarrow\left(\exists u \in \mathbf{A}_{12}\right)\left(Q\left(x_{1}, x_{2}, u\right) \wedge R^{\prime}\left(u, x_{3}, \ldots, x_{n}\right)\right)
$$



$$
\begin{aligned}
& \left(x_{1}, x_{2}, u\right) \in Q \Leftrightarrow \\
& u=\left(x_{1}, x_{2}\right) / \sim
\end{aligned}
$$

[Picture by Michael]

## Step IV - Simlulate "shortening" linear equations

$\Gamma^{\prime}=$ all multisorted 3-ary relations over $\operatorname{HS}\left(\mathbf{A}^{N}\right)$. By induction on $n$ : a reduced c.p.r. $R \in\left\langle\Gamma^{\prime}\right\rangle$ has a $O(n)$-long pp-definition.

Define:

$$
R\left(x_{1}, \ldots, x_{n}\right) \leftrightarrow\left(\exists u \in \mathbf{A}_{12}\right)\left(Q\left(x_{1}, x_{2}, u\right) \wedge R^{\prime}\left(u, x_{3}, \ldots, x_{n}\right)\right)
$$


$\left(x_{1}, x_{2}, u\right) \in Q \Leftrightarrow$ $u=\left(x_{1}, x_{2}\right) / \sim$
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By Key Lemma, $\mathbf{A}_{12}=\operatorname{proj}_{12} R / \sim_{12}$ is SI, so by residual finiteness it is in $\operatorname{HS}\left(\mathbf{A}^{N}\right)$. Thus $Q \in \Gamma^{\prime}$; the arity of $R^{\prime}$ is $n-1$.
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## Question

Given generators for $R$, can we compute a short pp-definition in polynomial time?

- If true, then $\operatorname{SMP}(\mathbf{A})$ in $P$
- True for $A=\{0,1\}$, otherwise open
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[^4]:    ${ }^{4}$ Step IV. is the only place where we need residual finiteness. Otherwise, in " $x+y=u$ " the domain for $u$ may grow too fast (in general, " $x+y \neq y+x$ ").

